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#### Abstract

A binary matrix has the Consecutive Ones Property (C1P) if its columns can be ordered in such a way that all 1 s on each row are consecutive. These matrices are used for DNA physical mapping and ancestral genome reconstruction in computational biology, on the other hand, they represent a class of convex bipartite graphs and are of interest of algorithm graph theory researchers. Tucker gave a forbidden submartices characterization of matrices that have the C1P property in 1972. Booth and Lucker (1976) gave a first linear time recognition algorithm for matrices with C1P property, and then in 2002, Habib, et al. gave a simpler linear time recognition algorithm. There has been substantial amount of works on efficiently finding minimum size forbidden submatrix. Our algorithm is at least $n$ times faster than the existing algorithm where $n$ is the number of columns of the input matrix.


## 1 Introduction and Preliminaries

A binary matrix has the Consecutive Ones Property (C1P) if its columns can be ordered in such a way that all ones in each row are consecutive. Deciding if a matrix has the C1P can be done in linear-time and linear space $[4,7,8,12,13]$. The problem of deciding if a matrix has the C1P has been considered in genomic, for problems such as physical mapping [2, 9] or ancestral genome reconstruction $[1,5,11]$.

Let $M$ be a $m \times n$ binary matrix. Let $\mathbf{R}=\left\{r_{i}: i=1, \ldots, m\right\}$ be the set of its rows and $\mathbf{C}=\left\{c_{j}: j=1, \ldots, n\right\}$ the set of its columns. Its corresponding bipartite graph $G(M)=\left(V_{M}, E_{M}\right)$ is defined as follows: $V_{M}=\mathbf{R} \cup \mathbf{C}$, and two vertices $r_{i} \in R$ and $c_{j} \in \mathbf{C}$ are connected by an edge if and only if $M[i, j]=1$. We will refer to the partition $\mathbf{R}$ and $\mathbf{C}$ of $G$ as black and white vertices, respectively. A bipartite graph $G=(B, W)$ with black $(B)$ and white $(W)$ vertices is called convex with respect to $W$; if there exists a linear ordering of the white vertices such that the neighborhood of each black vertex is an interval, i.e. consecutive. A binary matrix $M$ has the C1P property if and only if $G(M)=(R, W)$ is a convex bipartite graph with respect to $W$.

In the rest of this paper we consider convexity with respect to the white vertices unless we specify.

For a graph $H=(V, E)$, the set of neighbors of a vertex $x \in V(H)$ will be denoted by $N(x)$. The $i$-the neighborhood of $x$, denoted by $N_{i}(x)$, is the set of vertices at distance $i$

[^0]from $x$. All these sets, for a fixed $x$, can be computed in time $O(e)$ using the bread-first search algorithm where $e$ denotes the number of edges of $H$. A subgraph of $H$ induces by vertices $x_{1}, \ldots, x_{k}$ will be denoted by $H\left[x_{1}, \ldots, x_{k}\right]$.

For simplicity, we denote the edge $u, v$ of a graph $H$ by uv.
Let $G$ be a bipartite graph. A subset $M$ of the edges $G$ is called an induced matching if $G[V(M)]$ is isomorphic to $M$. Here $V(M)$ is the endpoints vertices of the edges in $M$ and $G[V(M)]$ is the induced subgraph of $G$ by $V(M)$. For example, two edges $u v, u^{\prime} v^{\prime}$ of $G$ where $u, u^{\prime}$ are in the same partition form an induced matching if $u v^{\prime}, u^{\prime} v$ are not edges of $G$.

An asteroidal triple is an independent set of three vertices such that each pair is connected by a path that avoids (does not go through) the neighborhood of the third vertex. A white asteroidal triple is an asteroidal triple on white (column) vertices.

The following result of Tucker links the C1P of matrices to asteroidal triples of their bipartite graphs.

Theorem 1 ([14]). A binary matrix has the C1P if and only if its corresponding bipartite graph does not contain any white asteroidal triples.

Theorem 2 ([14]). A binary matrix has the C1P if and only if its corresponding bipartite graph does not contain any of the forbidden subgraphs in $T=\left\{G_{\mathrm{I}_{k}}, G_{\mathrm{II}_{k}}, G_{\mathrm{III}_{k}}: k \geq 1\right\} \cup$ $\left\{G_{\mathrm{IV}}, G_{\mathrm{V}}\right\}$, depicted in Figure 1. We will refer to these subgraphs as type I, II, III, IV and $V$, respectively.

The author in [10] developed an algorithm for finding one of the obstructions in linear time. However, their algorithm does not guarantee to find the minimum size obstruction. The characterization can be used to determine whether a given binary matrix $M$ has the C1P in time $O\left(\Delta m n^{2}+n^{3}\right)$, where $\Delta$ is the maximum number of ones per row, i.e., the maximum degree of the black vertices in $G(M)$, as explained by the following result in [6].

Lemma 1 ([6]). A white asteroidal triple $u, v, w$ with the smallest sum of the three paths can be computed in time $O\left(\Delta m n^{2}+n^{3}\right)$.

For practical purposes, there is a much faster algorithm that uses PQ-trees for determining whether a binary matrix has the C1P, cf. [4].

One of the reasons that the authors in [6] were in these obstructions was to developed faster approximation algorithms and fixed-parameterized algorithms for consecutive ones submatrix problems. Our goal in this paper is to improve the algorithms in [3, 6].

## 2 Summary of known results and new results

We first summarize the running time of the previous known algorithms for finding each of the forbidden subgraphs. Let $G$ be a bipartite graph. We denote the maximum degree of $G$ by $\Delta$.


Figure 1: The set of Tucker's forbidden subgraphs.

Known Results: The known results regarding how fast one can find one of the obstructions to a matrix with the $C 1 P$ property can be summarize in the following theorem.

Theorem 3. Let $G=(B, W)$ be a bipartite graph with $m$ black vertices, $n$ white vertices, and e edges. Then we have the following.

1. One can find a minimum size induced subgraph $G_{I}$, (type $I$ obstruction) in $G$ in time $\mathcal{O}\left(\Delta^{4} m^{3}\right)$ if one exists [3].
2. One can find a minimum size induced subgraph $G_{I I}$, (type II obstruction) of $G$ in time $\mathcal{O}\left(\Delta^{4} m^{3}\right)=\mathcal{O}\left(n e^{3}\right)[3]$.
3. One can find a minimum size induced subgraph $G_{I I I}$, (type III obstruction) of $G$ in time $\mathcal{O}\left(\Delta^{2} m^{2} n^{2}\right)$ if one exists [3].
4. One can find a minimum size induced subgraph $G_{I V}$, (type IV obstruction) of $G$ in time $\mathcal{O}\left(\Delta^{3} m^{2} n^{3}\right)$ if one exists [6].
5. One can find a minimum size induced subgraph $G_{V}$, (type $V$ obstruction) of $G$ in time $\mathcal{O}\left(\Delta^{4} m^{2} n^{2}\right)$ if one exists [6].

Now combining the results from [3] and [6], we have the following theorem.
Theorem 4. Let $G=(B, W)$ be a bipartite graph with $m$ black vertices and $n$ white vertices. Then one can find a minimum size obstruction to $G$ being convex (respect to the white vertices), in time $\mathcal{O}\left(\Delta^{3} m^{2}\left(\Delta m+n^{3}\right)\right)$.

Our Results : We will consider two problems: (1) detecting a smallest forbidden subgraph of each type (Section 3.1), and (2) detecting a smallest forbidden subgraph of any type (Section 3.2).

Theorem 5. Let $G=(B, W)$ be a bipartite graph with $m$ black vertices, $n$ white vertices, and e edges. Then we have the following.

1. One can find a minimum size induced subgraph $G_{I}$, (type $I$ obstruction) in $G$ in time $\min \left\{\mathcal{O}\left(\Delta e^{2}\right), \mathcal{O}\left(\Delta^{3} m^{2}\right)\right\}$ if one exists.
2. One can find a minimum size induced subgraph $G_{I I I}$, (type III obstruction) of $G$ in time $\min \left\{\mathcal{O}\left(e^{3}\right), \mathcal{O}\left(\Delta^{3} m^{3}\right)\right\}$ if one exists.
3. One can find a minimum size induced subgraph $G_{I V}$, (type $I V$ obstruction) of $G$ in time $\min \left\{\mathcal{O}\left(m^{3} e\right), \mathcal{O}\left(\Delta m^{4}\right)\right\}$ if one exists.
4. One can find a minimum size induced subgraph $G_{V}$, (type $V$ obstruction) of $G$ in time $\min \left\{\mathcal{O}\left(m^{3} e\right), \mathcal{O}\left(\Delta m^{4}\right)\right\}$ if one exists.

We further can refine Theorem 5 and obtain the following theorem.

| Subgraph type | Time complexity |  |  |  |
| :---: | :--- | :--- | :--- | :---: |
|  | Previous result | Our result (Exact) | Our result |  |
| I | $O\left(\Delta^{4} m^{3}\right)[3]$ | $O\left(\Delta e^{2}\right)=O\left(\Delta^{3} m^{2}\right)$ | $O\left(n^{2} e\right)[6]$ |  |
| II | $O\left(\Delta^{4} m^{3}\right)=O\left(n e^{3}\right)[3]$ | - | $O\left(n^{2} e\right)[6]$ |  |
| III | $O\left(\Delta^{2} m^{2} n^{2}\right)[3]$ | $O\left(e^{3}\right)=O\left(\Delta^{3} m^{3}\right)$ | $O\left(n e^{2}\right)$ |  |
| IV | $O\left(\Delta^{3} m^{2} n^{3}\right)[6]$ | $O\left(m^{3} e\right)=O\left(\Delta m^{4}\right)$ | $O\left(n^{3} e\right)$ |  |
| V | $O\left(\Delta^{4} m^{2} n\right)[6]$ | $O\left(m^{3} e\right)=O\left(\Delta m^{4}\right)$ | $O\left(n^{3} e\right)$ |  |
| Any | $O\left(\Delta^{3} m^{2}\left(\Delta m+n^{3}\right)\right)$ | $O\left(n e\left(n^{2}+e\right)\right)=O\left(\Delta m n\left(\Delta m+n^{2}\right)\right)$ |  |  |

Table 1: Comparison of our results with the previous results.

Theorem 6. Let $G=(B, W)$ be a bipartite graph with $m$ black vertices, $n$ white vertices, and e edges. Suppose $G$ is not convex, i.e. $G$ has one of induced sub-digraphs depicted in Figure 1. Then we have the following.

1. Suppose the minimum size forbidden obstruction $X$ of $G$ is of type $I$ or type $I I$. Then $X$ can be found in time $\mathcal{O}\left(n^{2} e\right)$ [6].
2. Suppose the minimum size forbidden obstruction $X$ of $G$ is of type III. Then $X$ can be found in time $\mathcal{O}\left(n e^{2}\right)$.
3. Suppose the minimum size forbidden obstruction $X$ of $G$ is of type $I V$. Then $X$ can be found in time $\mathcal{O}\left(n^{3} e\right)$.
4. Suppose the minimum size forbidden obstruction $X$ of $G$ is of type $V$. Then $X$ can be found in time $\mathcal{O}\left(n^{3} e\right)$.

Theorem 7. Let $G=(B, W)$ be a bipartite graph with $m$ black vertices, $n$ white vertices, and e edges. Then there is a polynomial time algorithm that decides whether $G$ is convex. If $G$ is not a convex then the algorithms outputs a smallest forbidden subgraph of $G$. The running time of the algorithm is $\min \left\{\mathcal{O}\left(n e\left(n^{2}+e\right)\right), \mathcal{O}\left(\Delta m n\left(\Delta m+n^{2}\right)\right)\right\}$.

## 3 Proofs

Note that without loss of generality we can assume that $M$ does not contain any all-zero columns or rows, as such columns does not affect whether the matrix has the C1P or the forbidden submatrices of $M$. It follows that $\Delta m \geq n$. We will use this assumption throughout this paper. Also note that the number of edges in $G(M)$ is the same as the number of ones in $M$, which we denote by $e$. Note that $e=O(\Delta m)$ and that $e \geq m, n$ (since we assume that there are no all-zero columns or rows in $M$ ).

We will use the following auxiliary lemma.
Lemma 2. Let $G=(B, W)$ be a bipartite graph with $m$ black vertices, $n$ white vertices, and e edges. Then deciding whether $G$ has an induced matching of size two can be done in time $O(e+m+n)$.

Proof. Order the (white) vertices in $W$ by their degrees: $\operatorname{deg}\left(w_{1}\right) \leq \operatorname{deg}\left(w_{2}\right) \leq \cdots \leq$ $\operatorname{deg}\left(w_{n}\right)$. For every $i=1, \ldots, n-1$, check if $N\left(w_{i}\right) \backslash N\left(w_{i+1}\right)$ is non-empty. If for some $i, N\left(w_{i}\right) \backslash N\left(w_{i+1}\right) \neq \emptyset$, then also $N\left(w_{i+1}\right) \backslash N\left(w_{i}\right) \neq \emptyset$. In this case, we can pick any $a \in N\left(w_{i}\right) \backslash N\left(w_{i+1}\right)$ and any $b \in N\left(w_{i+1}\right) \backslash N\left(w_{i}\right)$, and return edges $a w_{i}, b w_{i+1}$ as an induced matching of $G$.

Now, assume that for every $i, N\left(w_{i}\right) \backslash N\left(w_{i+1}\right)=\emptyset$, i.e., $N\left(w_{i}\right) \subseteq N\left(w_{i+1}\right)$. We will show that there is no induced matching of $G$ of size two. Assume for contradiction that $a w_{i}$, and $b u_{j}$, where $i<j$, is such an induced matching. We have $N\left(w_{i}\right) \subseteq N\left(w_{i+1}\right) \subseteq \cdots \subseteq N\left(w_{j}\right)$, i.e., $a \in N\left(w_{j}\right)$, a contradiction. Hence, in this case we can report that there is no such matching.

Vertices of $W$ can be sorted by their degrees in time $O(n+m)$ using a count sort. For each $i$, checking if $N\left(w_{i}\right) \backslash N\left(w_{i+1}\right)$ is non-empty can be done in time $O\left(\operatorname{deg}\left(w_{1}\right)\right)$, hence, the total time spent on checking is $O\left(\sum_{i=1}^{n-1} \operatorname{deg}\left(w_{i}\right)\right)=O(e)$.

### 3.1 Detection of smallest forbidden subgraphs for each type

We will present four algorithms which find a smallest subgraph of type I, III, IV and V, respectively, each improving the complexity of the best known such algorithm, cf. [3]. For type II, we refer the reader to the $O\left(n e^{3}\right)$ algorithm $^{1}$ in [3].

### 3.1.1 Type I, Proof of Theorem 5 (1)

The proof of Theorem 5 (1) follows from the following lemma.
Lemma 3. Let $G=(B, W)$ be a bipartite graph with $m$ black vertices, $n$ white vertices, and $e$ edges. Then one can find a minimum size induced subgraph $G_{I}$, (type $I$ obstruction) of $G$ in time $\min \left\{\mathcal{O}\left(\Delta e^{2}\right), \mathcal{O}\left(\Delta^{3} m^{2}\right)\right\}$ if there exists one.

Proof. We apply Algorithm 1 to find a smallest forbidden subgraph of type I in time $O\left(\Delta e^{2}\right)$.

```
Algorithm 1: Find a smallest \(G_{\mathrm{I}_{k}}\) subgraph.
    Input : \(G=(B, W)\)
    Output: A smallest subgraph \(G_{\mathrm{I}_{k}}\) of \(G\)
    for \(b \in B\) do
        for \(x, y \in N(b)\) do
            construct the subgraph \(G_{b, x, y}\) of \(G\) induced by vertices \((B \backslash(N(x) \cap N(y))) \cup(W \backslash N(b)) \cup\{x, y\}\);
            find a shortest path between \(x\) and \(y\) in \(G_{b, x, y}\);
            if the length of the path is smaller than any observed so far then
                    remember \(b\) and the vertices of the path;
            end
        end
    end
    return subgraph of \(G\) induced by the remembered set of vertices (if any)
```

Correctness of Algorithm 1. We are looking for induced cycles of length 6 or more in $G$. For each black vertex $b$ and its two neighbors $x, y$, we find a shortest induced cycle of

[^1]length at least 6 containing $x b, b y$ as two consecutive edges of such a cycle. Such cycle cannot contain any vertex incident with $b$ other than $x$ and $y$, and any vertex incident with both $x$ and $y$ other than $b$. Hence, a shortest such cycle $C$ can be obtained from a shortest $x-y$ path $P$ in $G_{b, x, y}$ by adding two edges $x b, y b$. This cycle cannot be of length 4 , otherwise $P$ would contain a vertex in $N(x) \cap N(y)$. It remains to show that $C$ is induced. Assume that there is a chord $u v$ in $C$. Since $P$ does not contain $N(b) \backslash\{x, y\}$, we conclude that $u, v \neq b$. Hence, we could use the chord as a shortcut to find a shorter cycle containing edges $x b, y b$, and hence, a shorter path between $x$ and $y$ in $G_{b, x, y}$, a contradiction.

Complexity of Algorithm 1. We will show that the complexity of Algorithm 1 is $O\left(\Delta e^{2}\right)$. The first loop executes $m$ times and the second $\operatorname{deg}(b)^{2}$ executed times. Hence, the body of the second loop executes $\sum_{b \in B} \operatorname{deg}(b)^{2}=O(\Delta e)$ times. Constructing graph $G_{b, x, y}$ takes time $O(e)$ and finding a shortest path in $G_{b, x, y}$ can be done in time $O(e)$ using the Breadth-first search algorithm. Therefore the running time of Algorithm 1 is $\min \left\{\mathcal{O}\left(\Delta e^{2}\right), \mathcal{O}\left(\Delta^{3} m^{2}\right)\right\}$.

### 3.1.2 Type III, Proof of Theorem 5 (2)

The proof of Theorem 5 (2) follows from the following lemma.
Lemma 4. Let $G=(B, W)$ be a bipartite graph with $m$ black vertices, $n$ white vertices, and e edges. Then one can find a minimum size induced subgraph $G_{I I I}$, (type III obstruction) in $G$ in time $\min \left\{\mathcal{O}\left(e^{3}\right), \mathcal{O}\left(\Delta^{3} m^{3}\right)\right\}$ if there exists one.

Proof. We apply Algorithm 2 to find a smallest forbidden subgraph of type III in $O\left(e^{3}\right)$.

```
Algorithm 2: Find a smallest \(G_{\mathrm{III}_{k}}\) subgraph.
    Input \(\quad: G=(B, W, E)\)
    Output : A smallest subgraph \(G_{\mathrm{III}_{k}}\) of \(G\)
    for \(x w \in E\), where \(x \in W\) and \(w \in B\) do
        for \(y a \in E\), where \(y \in W \backslash N(w)\) and \(a \in B \backslash N(x)\) do
            construct the subgraph \(G_{x, w, y, a}\) of \(G\) induced by vertices \((B \backslash N(x) \backslash N(y)) \cup\{a\} \cup(N(w) \backslash\{x\}) \cup(W \backslash N(a))\);
            find a shortest path \(P\) between \(a\) and set \(W \backslash N(w) \backslash N(a)\) in \(G_{x, w, y, a}\) with \(|P| \geq 5\) (using modified BFS) ;
            if the \(P\) exists and is shorter than any observed so far then
                remember \(w, x, y\) and \(P\);
            end
        end
    end
    return subgraph of \(G\) induced by the remembered set of vertices (if any)
```

Correctness of Algorithm 2. Let us first verify that the vertices of a shortest path $P$ found in line 4 and $w, x, y$ induce a subgraph of type III. Obviously, $x$ is connected to only $w, w$ is not connected to $y$ and the last vertex $z$ of $P$. On the other hand, $w$ must be connected to all other white vertices of $P$, since any such white vertex that is not in $N(w)$ is in $W \backslash N(a)$ and hence, also $W \backslash N(w) \backslash N(a)$, i.e., we would have a shorter path ending at this vertex. Since the path is a shortest path, all black vertices on the path are connected only to its predecessor and successor on the path. In addition $a$ is connected to $y$ and no other black vertex on the path is connected to $y$ since $G_{x, w, y, a}$ does not contain any other neighbors of $y$. It follows that the vertices $w, x, y$ and the vertices of a shortest path induce
a subgraph of type III. We also note that by just modifiying Breadth First Search to make sure $P$ has at least 5 edges.

Second, consider a smallest subgraph of type III in $G$. We will show it is considered by the algorithm. Assume the algorithm is in the iteration, where it picked edges $x w, y a$ of this subgraph. Then the rest of the vertices must lie in $G_{x, w, y, a}$ : the remaining black vertices are not connected to $x, y$ and the remaining white vertices are either in $N(w) \backslash\{x\}$ and $z$ is $W \backslash N(a)$. These vertices together with $a$ must form a shortest path from $a$ to $W \backslash N(w) \backslash N(a)$ in $G_{x, w, y, a}$, hence, Algorithm 2 finds this subgraph or a subgraph with the same number of vertices.

Complexity of Algorithm 2. We will show that the complexity of Algorithm 2 is $O\left(e^{3}\right)$. The first loop executes $e$ times. The second loop executes $O(e)$ times. Constructing graph $G_{x, w, y, a}$ takes time $O(e)$. Finding a shortest path in $G_{x}$ can be done in time $O(e)$ using a "modified-breadth-first" search algorithm. Therefore the running time of Algorithm 2 is $\min \left\{\mathcal{O}\left(\Delta e^{3}\right), \mathcal{O}\left(\Delta^{3} m^{3}\right)\right\}$.

### 3.1.3 Type IV, Proof of Theorem 5 (3)

The proof of Theorem 5(3) follows from the following lemma.
Lemma 5. Let $G=(B, W)$ be a bipartite graph with $m$ black vertices and $n$ white vertices. Then one can find a minimum size induced subgraph $G_{I V}$, (type IV obstruction) of $G$ in time $\min \left\{\mathcal{O}\left(m^{3} e\right), \mathcal{O}\left(\Delta m^{4}\right)\right\}$ if one exists.

Proof. We apply Algorithm 3 to find a smallest forbidden subgraph of type IV in $O\left(m^{3} e\right)$ if one exists.

```
Algorithm 3: Find a \(G_{\mathrm{IV}}\) subgraph.
    Input : \(G=(B, W)\)
    Output: A subgraph \(G_{\text {IV }}\) of \(G\)
    for distinct \(a, b, c, d \in B\) do
        find \(U X=N(a) \backslash(N(b) \cup N(c))\);
        find \(V Y=N(b) \backslash(N(a) \cup N(c))\);
        find \(W Z=N(c) \backslash(N(a) \cup N(b))\);
        find \(U=U X \cap N(d)\) and \(X=U X \backslash N(d)\);
        find \(V=V Y \cap N(d)\) and \(Y=V Y \backslash N(d)\);
        find \(W=W Z \cap N(d)\) and \(Z=W Z \backslash N(d)\);
        if each of the sets \(X, Y, Z, U, V, W\) is non-empty then
            pick any \(x \in X, y \in Y, z \in Z, u \in U, v \in V, w \in W\);
            return \(G[a, b, c, d, x, y, z, u, v, w]\)
        end
    end
    return not found
```

Correctness of Algorithm 3. It is easy to see that once $a, b, c, d$ are picked, each of $x, y, z, u, v, w$ has to belong to computed set $X, Y, Z, U, V, W$, respectively, and that once they are picked from those sets, the returned vertices induce $G_{\mathrm{IV}}$.

Complexity of Algorithm 3. We will show that the complexity of Algorithm 3 is $O\left(m^{3} e\right)$. The time complexity of the steps inside the loop depends on the degrees of nodes $a, b, c, d$, i.e., it is $O(\operatorname{deg}(a)+\operatorname{deg}(b)+\operatorname{deg}(c)+\operatorname{deg}(d))$. Hence, the overall complexity is $\sum_{a, b, c, d \in R} O(\operatorname{deg}(a)+$
$\operatorname{deg}(b)+\operatorname{deg}(c)+\operatorname{deg}(d))=4 \sum_{a, b, c, d \in R} O(\operatorname{deg}(d))=4 \sum_{a, b, c \in R} O(e)=m^{3} e$. Therefore the running time of Algorithm 3 is $\min \left\{\mathcal{O}\left(m^{3} e\right), \mathcal{O}\left(\Delta m^{4}\right)\right\}$.

### 3.1.4 Type V, Proof of Theorem 5(4)

The proof of Theorem 5(4) follows from the following lemma.
Lemma 6. Let $G=(B, W)$ be a bipartite graph with $m$ black vertices, $n$ white vertices, and $e$ edges. Then one can find a minimum size induced subgraph $G_{I V}$, (type IV obstruction) of $G$ in time $\min \left\{\mathcal{O}\left(m^{3} e\right), \mathcal{O}\left(\Delta m^{4}\right)\right\}$ if one exists.

Proof. We apply Algorithm 4 to find a smallest forbidden subgraph of type V in $O\left(m^{3} e\right)$ if one exists.

```
Algorithm 4: Find a \(G_{\mathrm{V}}\) subgraph.
    Input : \(G=(B, W)\)
    Output: A subgraph \(G_{\mathrm{V}}\) of \(G\)
    for distinct \(a, b, c, d \in B\) do
        find \(U Y=N(b) \cap N(d) \backslash N(c)\);
        find \(V Z=N(b) \cap N(c) \backslash N(d)\);
        find \(U=U Y \cap N(a)\) and \(Y=U Y \backslash N(a)\);
        find \(V=V Z \cap N(a)\) and \(Z=V Z \backslash N(a)\);
        find \(X=N(a) \backslash(N(b) \cup N(c) \cup N(d))\);
        if each of the sets \(X, Y, Z, U, V\) is non-empty then
            pick any \(x \in X, y \in Y, z \in Z, u \in U, v \in V\);
            return \(G[a, b, c, d, x, y, z, u, v]\)
        end
    end
    return not found
```

Correctness of Algorithm 4. It is easy to see that once $a, b, c, d$ are picked, each of $x, y, z, u, v$ has to belong to computed sets $X, Y, Z, U, V$, respectively, and that once they are picked from those sets, the returned vertices induce $G_{\mathrm{V}}$.

Complexity of Algorithm 4. The complexity of Algorithm 4 is $O\left(m^{3} e\right)$. This follows by the same argument as for Algorithm 4. Therefore the running time of Algorithm 3 is $\min \left\{\mathcal{O}\left(m^{3} e\right), \mathcal{O}\left(\Delta m^{4}\right)\right\}$.

### 3.2 Detection of a smallest forbidden subgraph

Overall, we will use Dom et al. ([6]) approach to find the smallest forbidden subgraph in $G$. We will first find a shortest-paths (the sum of the lengths of the three paths) white asteroidal triple $A$ in time $O\left(n^{2} e\right)=O\left(\Delta m n^{2}\right)$ using the algorithm in [6]. For completeness, we are including this algorithm in this paper as Algorithm 5.

```
Algorithm 5: Find a smallest white asteroidal triple.
    Input : \(G=(B, W)\)
    Output: A smallest white asteroidal triple \(G\)
    for \(x \in \mathbf{W}\) do
        construct a subgraph \(G_{x}\) of \(G\) induced by \((B \backslash N(x)) \cup(\mathbf{W} \backslash\{x\})\);
        for \(y \in \mathbf{W} \backslash\{x\}\) do
            use BFS to determine the shortest distance \(d_{x}(y, z)\) from \(y\) to any other
            \(z \in \mathbf{W} \backslash\{x\}\) in \(G_{x} ;\)
        end
    end
    return \(\operatorname{minarg}_{x, y, z \in \mathbf{W}}\left(d_{x}(y, z)+d_{y}(x, z)+d_{z}(x, y)\right)\)
```

It is easy to check that the complexity of Algorithm 5 is $O\left(n^{2} e+n^{3}\right)=O\left(n^{2} e\right)$.
A shortest-paths white asteroidal triple $A$ must be in $T$, but does not need to be a smallest forbidden subgraph. Let $\ell$ be the sum of the lengths of the three paths of $A$. If $A$ is of

- type I or II, then it contains $\ell$ vertices;
- type III, it contains $\ell-5$ vertices;
- type IV, it contains $10=\ell-8$ vertices;
- type V, it contains $9=\ell-1$ vertices.

It follows that if one of the smallest forbidden subgraphs is of type I or II, then each shortestpaths asteroidal triple is of type I or II and is a smallest forbidden subgraph. For the remaining cases, we need to determine the smallest forbidden subgraphs of type III, IV and V. However, we only need to find a smallest subgraph of type X if it is a smallest forbidden subgraph. Hence, for types IV and V, if we find during the search that there is a smaller forbidden subgraph of some other type, we can stop searching for this type. For type III, since it has a variable size, we cannot stop searching, however, we can abandon the branch which would yield a larger or even the same size subgraph of type III than we have observed. We will use this in what follows to obtain faster algorithms for types III, IV and V than the ones presented in the previous section.

### 3.2.1 Type III, Proof of Theorem 6(1)

Lemma 7. Let $G=(B, W)$ be a bipartite graph with $m$ black vertices and $n$ white vertices. Let $O$ be a minimum size forbidden obstruction in $G$. Then in $\mathcal{O}\left(n e^{2}\right)$, one can find $O$ if it is of type III or report $O$ is of type $I$ or $V$.

Proof. Algorithm 6 guarantees to find a smallest subgraph of type III in time $O\left(n e^{2}\right)$ if it is smaller than other types of forbidden subgraphs. If there is a smaller subgraph of type I or there is a smaller of the same size subgraph of type V in $G$, it either reports that or it could report a subgraph of type III which is not the smallest. It will first determine whether
$G_{\mathrm{III}_{1}}$ is a subgraph of $G$. If not it continues to the second phase, where it assumes that the smallest subgraph of type III (if it exists) has at least 9 vertices.

```
Algorithm 6: Find a smallest \(G_{\mathrm{III}_{k}}\) subgraph if it is smaller than other types of sub-
graphs.
    Input \(: G=(B, W, E)\)
    Output: A smallest subgraph \(G_{\mathrm{III}_{k}}\) of \(G\) or report there is a subgraph of other type (I or V ) of equal or smaller size
    for \(w \in B\) do
        for \(x, u \in N(w)\) do
            construct the subgraph \(G_{x, w, u}\) of \(G\) induced by vertices \((N(u) \backslash N(x)) \cup(W \backslash N(w))\);
            find induced matching of size two using Lemma 2 ;
            if induced matching exists then
                    return subgraph of \(G\) induced by \(x, w, u\) and the induced matching \(\left(G_{\mathrm{III}_{1}}\right)\)
            end
        end
    end
    /* We can now assume that there is no \(G_{\mathrm{III}_{1}}\) in \(G\) */
    set \(i_{\text {min }}=\infty\);
    for \(x w \in E\), where \(x \in W\) and \(w \in B\) do
        find \(D=N_{2}(w) \backslash N(x)\) and \(Y=N(D) \backslash N(w)\);
        for \(y \in Y\) do
        construct the subgraph \(G_{x, w, y}\) of \(G\) induced by vertices \(N(w) \backslash\{x\} \cup\{y\} \cup D\);
        find \(D_{i}=N_{i}(y)\) in \(G_{x, w, y}\), for \(i \geq 1\);
        find \(Y^{\prime}=\left\{y^{\prime} \in Y: D_{1} \backslash N\left(y^{\prime}\right) \neq \emptyset\right\}\) and \(D^{\prime}=D \cap N\left(Y^{\prime}\right)\);
        find smallest odd \(i \geq 3\) such that \(D_{i} \cap D^{\prime} \neq \emptyset\) (if possible);
        if found then
            pick any \(d_{i} \in D_{i} \cap D^{\prime}\), any \(y^{\prime} \in Y^{\prime} \cap N\left(d_{i}\right)\);
                find a path \(P\) from \(d_{i}\) to some \(d_{1} \in D_{1}\) in \(G_{w, w, y}\) of length \(i-1\);
                if \(y^{\prime} d_{1} \notin E\) and \(i<i_{m i n}\) then
                        set \(i_{\text {min }}\) to \(i\);
                        remember \(x, w, y, y^{\prime}\) and vertices of \(P\);
                end
            end
        end
    end
    if \(i_{\text {min }}=\infty\) then
        return subgraph of type III not found or there is a subgraph of type I or V of the size at most the size of the
        smallest type III subgraph
    else
        return subgraph of \(G\) induced by remembered set of vertices
    end
```

Correctness of Algorithm 6. It is easy to check that the first phase of the algorithm finds $G_{\mathrm{III}_{1}}$ subgraph if it exists in $G$. Assume that $G_{\mathrm{III}_{1}}$ is not an induced subgraph of $G$., i.e., that a smallest subgraph of type III (if it exists) has at least 9 vertices. The algorithm continues to the second phase.

First, assume that $i$ is not found, i.e., for all odd $i \geq 3, D_{i} \cap D^{\prime}=\emptyset$. This implies that any path starting at $y$ in $G_{x, w, y}$ cannot be extended with a white vertex $y^{\prime}$ that is not adjacent to $w$ and not adjacent to the second vertex $d_{1} \in D_{1}$ of this path. Hence, the algorithm correctly continues with examining another selection of vertices $x, w, y$. Assume that $i$ was found. Now, assume that $G$ does not contain edge $y^{\prime} d_{1}$. Let us verify that vertices $x, w, y, y^{\prime}$ and the vertices of $P$ induce $G_{\mathrm{III}_{(i-1) / 2}}$. It is clear that $x$ is connected only to $w$ and $w$ only to white vertices on $P$ except the first vertex $y$. By the construction, each vertex on $P$ can be adjacent only to its predecessor or successor on $P$. Since $i>2$ is the smallest odd integer such that $D_{i} \cap D^{\prime} \neq \emptyset, y^{\prime}$ is not adjacent to any black vertex on $P$ other than the last one. Hence, the vertices induce a subgraph of type III. Finally, assume that $y^{\prime} d_{1} \in E$. If $i \geq 5$ then the vertices of $P$ without $y$ and $y^{\prime}$ induce a cycle of length $i+1$, i.e., a subgraph $G_{\mathrm{I}_{(i-3) / 2}}$, which is smaller than a subgraph of type III we could get for this selection
of $x, w, y$ (by choosing a different $d_{i}, y^{\prime}$ or path $P$, or searching for another odd $i$ such that $D_{i} \cap D^{\prime} \neq \emptyset$ ). If $i=3$, consider $d_{1}^{\prime} \in D_{1}$ that is not adjacent to $y^{\prime}$ and let $P=y, d_{1}, u, d_{3}$. If $d_{1}^{\prime}$ is adjacent to $u$, vertices $x, w, u, d_{1}^{\prime}, y, d_{3}, y^{\prime}$ induce $G_{\mathrm{III}_{1}}$, a contradiction. Hence, assume $d_{1}^{\prime} u \notin E$. Since $d_{1}^{\prime} \in D \subseteq N_{2}(w)$, there exists $u^{\prime} \in N(w)$ adjacent to $d_{1}^{\prime}$. If $d_{1} u^{\prime} \in E$, then vertices $x, w, u, u^{\prime}, d_{1}, d_{1}^{\prime}, d_{3}, y, y^{\prime}$ induce $G_{\mathrm{V}}$. Otherwise, vertices $w, u, d_{1}, y, d_{1}^{\prime}, u^{\prime}$ induce a cycle of length 6 . In any case, there exists a subgraph of other type of size equal or smaller than it would be possible to find for this choice of $x, w, y$, hence, the algorithm correctly moves to the next choice.

Complexity of Algorithm 6. We will show that the complexity of Algorithm 6 is $O\left(n e^{2}\right)=$ $O\left(\Delta^{2} m^{2}\right)$. The body of the loop in lines 2-7 will execute $O(\Delta e)$ times and each step of the body takes $O(e)$ time. Hence, the complexity of the first phase is $O\left(\Delta e^{2}\right)=O\left(n e^{2}\right)$. The main loop of the second phase will execute $O(e)$ times. Determining $D$ and $Y$ takes time $O(e)$. The nested loop in lines 13-26 will execute $O(n)$ times. Each step of the body of this loop will take time $O(e)$. Hence, the complexity of the second phase is $O\left(n e^{2}\right)$.

### 3.2.2 Type IV, Proof of Theorem 6(2)

In this subsection we give two algorithms. Each of them finds a minimum sized induced subgraph $G_{I V}$ of $G$ or they report the minimum size forbidden subgraph of $G$ is of type $I$ or $I I I$.

```
Algorithm 7: Find a \(G_{\text {IV }}\) subgraph or report that there is a smaller subgraph of type
I or III.
    Input : \(G=(B, W)\)
    Output: A subgraph \(G_{\mathrm{IV}}\) of \(G\) or report that \(G_{\mathrm{IV}}\) is not a smallest subgraph
    for distinct \(x, y, z \in W\) do
        find \(A=N(x) \backslash(N(y) \cup N(z))\);
        find \(B=N(y) \backslash(N(x) \cup N(z))\);
        find \(C=N(z) \backslash(N(x) \cup N(y))\);
        find \(D=\mathbf{W} \backslash(N(x) \cup N(y) \cup N(z))\);
        find \(U=N(A) \backslash\{x, y, z\}\);
        find \(V=N(B) \backslash\{x, y, z\}\);
        find \(W=N(C) \backslash\{x, y, z\}\);
        if all sets \(A, B, C, D, U, V, W\) are non-empty then
            for \(d \in D\) do
                if there exists distinct \(u \in U \cap N(d), v \in V \cap N(d)\) and \(w \in W \cap N(d)\) then
                        find \(a \in A \cap N(u), b \in B \cap N(v)\) and \(c \in C \cap N(w)\);
                            if none of the edges \(a v, a w, b u, b w, c u, c v\) exists then
                            return \(G[x, y, z, u, v, w, a, b, c, d]=G_{\mathrm{IV}}\)
                        else
                        return there is a smaller subgraph of type I or III
                            end
            end
            end
        end
    end
    return not found
```

Lemma 8. Let $G=(B, W, E)$ be a bipartite graph with $m$ black vertices, $n$ white vertices, and e edges. Let $O$ be a minimum size forbidden obstruction in $G$. Then one can find $O$ in time $\min \left\{\mathcal{O}\left(n^{3} e\right), \mathcal{O}\left(\Delta m n^{3}\right)\right\}$ if $O$ is of type IV otherwise reports $O$ is of type I or III.

Proof. Algorithm 7 finds the subgraph $G_{\mathrm{IV}}$ in time $O\left(n^{3} e\right)$, if it exists and if it is a smallest forbidden subgraph. If there is a smaller forbidden subgraph of type I or III, it might find an instance of $G_{\text {IV }}$ or it might report that there is a smaller forbidden subgraph instead.

Correctness of Algorithm 7. Correctness of the algorithm follows by the following claim.
Claim 1. Consider a subgraph $G^{\prime}$ of $G$ induced by vertices $x, y, z, u, v, w, a, b, c, d$ that contains edges $x a, y b, z c, a u, b v, c w, u d, v d, w d$ and does not contain edges $x d, y d, z d$.

Then either $G^{\prime}$ is an instance of $G_{\mathrm{IV}}$ or $G^{\prime}$ contains either $G_{\mathrm{I}_{1}}, G_{\mathrm{III}_{1}}$ or $G_{\mathrm{III}_{2}}$ as an induced subgraph.

Proof. We will use the following two partial maps: $R(x)=a, R(y)=b, R(z)=c, R(a)=u$, $R(b)=v$ and $R(c)=w$, and $L=R^{-1}$.

If none of the edges in $E^{\prime}=\{a v, a w, b u, b w, c u, c v\}$ is present in $G^{\prime}$, then $G^{\prime}$ is isomorphic to $G_{\mathrm{IV}}$.

If exactly one edge $\mu$ in $E^{\prime}$ is present in $G^{\prime}$ then we have an induced subgraph $G_{\mathrm{III}_{1}}$ centered at the vertex $r=\mu \cap\{u, v, w\}$. In particular, vertices $d, r, L(r), L(L(r)), \ell, L(\ell), z$, where $\ell=\mu \cap\{a, b, c\}$ and $z \in\{u, v, w\} \backslash\{r, R(\ell)\}$, induce $G_{\mathrm{III}_{1}}$.

We can assume that there are at least two edges in $E^{\prime}$ are present in $G^{\prime}$. We will distinguish two cases. Either (i) there exist two edges $\mu, \mu^{\prime}$ of $G^{\prime}$ in $E^{\prime}$ such that $\mu \cap \mu^{\prime} \neq \emptyset$, or (ii) for each pair of such edges $\mu \cap \mu^{\prime}=\emptyset$.

First, consider case (i) and suppose $\mu \cap \mu^{\prime} \neq \emptyset$. Depending on whether the intersection lies in $\{a, b, c\}$ or $\{u, v, w\}$, we have two cases:

1. $\mu \cap \mu^{\prime} \in\{a, b, c\}$ ("edges joing on the left"), then vertices $V\left(G^{\prime}\right) \backslash\left\{\mu \cap \mu^{\prime}\right\}$ induce $G_{\mathrm{III}_{2}}$;
2. $\mu \cap \mu^{\prime} \in\{u, v, w\}$ ("edges joing on the right"), then vertices $x, y, z, a, b, c, \mu \cap \mu^{\prime}$ induce $G_{\mathrm{III}_{1}}$.

Now, consider case (ii). Note the number of edges in $E^{\prime}$ that are edges of $G^{\prime}$ is at most three. We will consider two cases depending on the number of such edges:

1. $\left|E^{\prime} \cap E\left(G^{\prime}\right)\right|=2$ : Without loss of generality we can assume that $\mu \cap\{a, b, c\}=$ $L\left(\mu^{\prime} \cap\{u, v, w\}\right)$ for $\mu, \mu^{\prime} \in E^{\prime}$ present in $G^{\prime}$. Then the same collection of vertices as in the case of one edge $\mu$ induces $G_{\mathrm{III}_{1}}$, since one end of $\mu^{\prime}$ lies outside of this collection.
2. $\left|E^{\prime} \cap E\left(G^{\prime}\right)\right|=3$ : Then the vertices $a, b, c, u, v, w$ induce $C_{6}$, i.e., $G_{\mathrm{I}_{1}}$.

Complexity of Algorithm 7. We will show that the complexity of Algorithm 7 is $O\left(n^{3} e\right)=O\left(\Delta m n^{3}\right)$. The first loop executes $O\left(n^{3}\right)$ times, determining $A, B, C, D$ takes time $O(m)$, determining sets $U, V, W$ time $O(e)$. The loop for $d \in D$ is executed $O(m)$ times and each execution takes time $O(\operatorname{deg}(d))$, i.e., the total time spent in this loop is $\sum_{d \in D} O(\operatorname{deg}(d))=O(e)$.

In what follow we present a different algorithm to find a minimum size obstruction of type $I V$.

```
Algorithm 8: Find a \(G_{\mathrm{IV}}\) subgraph or report that there is a smaller subgraph of type
I or III.
    Input : \(G=(B, W)\)
    Output: A subgraph \(G_{\text {IV }}\) of \(G\) or report that \(G_{\text {IV }}\) is not a smallest subgraph
    for \(x, y \in W\) do
        find and store \(N(N(x) \backslash N(y)) \backslash\{x\}\);
    end
    for \(d \in B\) do
        for distinct \(u, v, w \in N(d)\) do
            find \(X=N(u) \backslash(N(v) \cup N(w))\);
            find \(Y=N(v) \backslash(N(u) \cup N(w))\);
            find \(Z=N(w) \backslash(N(u) \cup N(v))\);
            if \(N(u) \cap N(v) \backslash N(w) \neq \emptyset\) and \(N(u) \cap N(w) \backslash N(v) \neq \emptyset\) and
            \(N(v) \cap N(w) \backslash N(u) \neq \emptyset\) then
                return there is a smaller subgraph of type \(I\left(G_{\mathrm{I}_{1}}\right)\)
            end
                /* W.l.o.g. assume that \(N(u) \cap N(w) \backslash N(v)=\emptyset \quad\) */
            pick any \(x \in N(N(u) \backslash N(v)) \backslash N(d)\) if possible;
            pick any \(y \in N((N(v) \backslash N(w)) \backslash N(d)\) if possible;
            pick any \(z \in N(N(w) \backslash N(v)) \backslash N(d)\) if possible;
            if \(x, y, z\) exist then
                pick any \(a \in X \cap N(x)\);
                pick any \(b \in Y \cap N(y)\) if possible;
                if \(b\) does not exists then
                    return there is a smaller subgraph of type III \(\left(G_{\mathrm{III}_{1}}\right)\)
                end
                    pick any \(c \in Z \cap N(z)\);
                if any of the edges \(a v, a w, b u, b w, c u, c v\) exists then
                    return there is a smaller subgraph of type \(I\left(G_{\mathrm{I}_{1}}\right)\)
            end
                return \(G[x, y, z, u, v, w, a, b, c, d]=G_{\mathrm{IV}}\)
            end
        end
    end
    return not found
```

Lemma 9. Let $G=(B, W)$ be a bipartite graph with $m$ black vertices, $n$ white vertices, and $e$ edges. Let $O$ be a minimum size forbidden obstruction in $G$. Then one can find $O$ in time $\mathcal{O}\left(\left(n^{2}+\Delta^{3}+\Delta^{2} m\right) e\right)$ if $O$ is of type $I V$ otherwise reports $O$ is of type $I$ or III.

Proof. Correctness of Algorithm 8. Note that in order to save time the algorithm does not try all possibilities for $x, y, z$ and $a, b, c$, but rather picks one choice (if possible). After this choice is made, it will either find $G_{\mathrm{IV}}$ or it will report that there is a smaller forbidden subgraph. Let us now verify that decisions algorithm makes are correct:

- First, assume that the algorithm stops in line 10. Let $a^{\prime} \in N(u) \cap N(v) \backslash N(w)$, $b^{\prime} \in N(u) \cap N(w) \backslash N(v)$ and $c^{\prime} \in N(v) \cap N(w) \backslash N(u)$. The vertices $u, a^{\prime}, v, b^{\prime}, w, c^{\prime}$ induce $C_{6}=G_{\mathrm{I}_{1}}$, i.e., there is a smaller induced subgraph of type I.
- Otherwise, we will argue that in line $16, X \cap N(x)$ is always non-empty, i.e, there is always a choice for $a$. Since $x \in N(N(u) \backslash N(v)) \backslash N(d)$, there is $a \in N(u) \backslash N(v)$ such that $a$ and $x$ are adjacent. If we have also $a \in N(w)$, then $a \in N(u) \cap N(w) \backslash N(v)$, which is empty. Hence, $a \notin N(w)$, and thus, $a \in X$. The similar argument implies that in line 21, $Z \cap N(z) \neq \emptyset$.
- Next, assume that the algorithm stops in line 25 . Since $y \in N(N(v) \backslash N(w)) \backslash N(d)$, there is $b^{\prime} \in N(v) \backslash N(w)$ such that $b^{\prime}$ and $y$ are adjacent. Since there is no $b \in=$ $N(v) \backslash(N(u) \cup N(w))$ such that $b$ and $y$ are adjacent, we have $b^{\prime} \in N(v) \cap N(u) \backslash N(w)$. It follows that the vertices $y, d, w, a, x, b^{\prime}, y$ induce $G_{\mathrm{III}_{1}}$.
- If the algorithm stops in line 23 , at least one of the edges $a v, a w, b u, b w, c u, c v$ is present. Consider any such edge and follow its endpoints through set $X \cup Y \cup Z \cup\{u, v, w\}$ back to $d$. We have an induced $C_{6}=G_{\mathrm{I}_{1}}$.
- Finally, it is easy to check that if the algorithm outputs an induced subgraph in line 25, it is $G_{\mathrm{IV}}$.

On the other hand, if $G_{\text {IV }}$ is a smallest forbidden subgraph of $G$, then the algorithm cannot finish in lines 10,19 and 23 , and hence, it will eventually output $G_{\text {IV }}$ in line 25.

Complexity of Algorithm 8. We will show that the complexity of Algorithm 8 is $O\left(\left(n^{2}+\right.\right.$ $\left.\left.\Delta^{3}+\Delta^{2} m\right) e\right)=O\left(\left(n^{2}+\Delta^{3}+\Delta^{2} m\right) \Delta m\right)$. The loop in lines $1-3$ executes $O\left(n^{2}\right)$ times and each run takes $O(e)$ time, i.e., the total time spent on computing second neighborhoods $N_{2}(x)_{y}$ is $O\left(n^{2} e\right)$. The loop in lines $4-28$ will execute $O(m)$ times and the loop in lines $5-$ $27 O\left(\operatorname{deg}(d)^{3}\right)$ times. Finding $X, Y, Z$ as well as testing condition in line 9 can be done in time $O(m)$. Picking $x, y, z$ can be done in time $O(\Delta)$ : for example, to pick $x$, we can enumerate through vertices in $N(N(u) \backslash N(v))$ and check each if it is not adjacent to $d$. Since $|N(d)| \leq \Delta$, the $x$ will be picked (or it will be determined that no such $x$ exists) in at most $\Delta+1$ steps. Picking $a, b, c$ can be done in time $O(m)$ and testing for presence of edges in line 22 takes a constant time. Hence, the complexity of the loop in lines $4-28$ is $\sum_{d \in B} \operatorname{deg}(d)^{3}(O(m+\Delta))=O\left(\Delta^{2} e(m+\Delta)\right)$.

### 3.2.3 Type V

In this subsection we give two algorithms, Algorithm 9 and Algorithm 10. Each of them finds a minimum sized induced subgraph $G_{V}$ of $G$ or they report the minimum size forbidden subgraph of $G$ is of type $I$ or $I I I$. We will show that the complexity of Algorithm 9 is $O\left(n^{3} e\right)$ and the complexity of Algorithm 10 is $O\left(m e^{2}\right)$. Hence, the subgraph of type V (if it is a smallest forbidden subgraph) can be found in time $\min \left\{\mathcal{O}\left(n^{3} e\right), \mathcal{O}\left(m e^{2}\right)\right\}$.

Lemma 10. Let $G=(B, W)$ be a bipartite graph with $m$ black vertices and $n$ white vertices. Let $O$ be a minimum size forbidden obstruction in $G$. Then one can find $O$ in time $\mathcal{O}\left(n^{3} e\right)$ if $O$ is of type $V$ otherwise reports $O$ is of type $I$ or III.

```
Algorithm 9: Find a \(G_{\mathrm{V}}\) subgraph or report that there is a smaller subgraph of type
I or III.
    Input : \(G=(B, W)\)
    Output: A subgraph \(G_{\mathrm{V}}\) of \(G\) or report that \(G_{\mathrm{V}}\) is not a smallest subgraph
    for distinct \(x, y, z \in W\) do
        find \(X=N(x) \backslash(N(y) \cup N(z))\);
        find \(Y=N(y) \backslash(N(x) \cup N(z))\);
        find \(Z=N(z) \backslash(N(x) \cup N(y))\);
        find \(U=(N(y) \cap N(z)) \backslash N(x)\);
        pick any \(u \in N(X) \cap N(Y) \cap N(U)\) if possible;
        pick any \(v \in N(X) \cap N(Z) \cap N(U)\) if possible;
        if \(u\) and \(v\) has been picked then
            if \(u \in N(Z)\) or \(v \in N(Y)\) then
                return there is a smaller subgraph of type III \(\left(G_{\mathrm{III}_{1}}\right)\)
            end
            find \(X^{\prime}=X \cap N(u) \cap N(v)\) and \(U^{\prime}=U \cap N(u) \cap N(v)\);
            if \(X^{\prime}=\emptyset\) or \(U^{\prime}=\emptyset\) then
            return there is a smaller subgraph of type I \(\left(G_{\mathrm{I}_{1}}\right.\) or \(\left.G_{\mathrm{I}_{2}}\right)\)
            end
            pick any \(a \in X^{\prime}, b \in Y \cap N(u), c \in Z \cap N(v)\) and \(d \in U^{\prime}\);
            return \(G[x, y, z, u, v, a, b, c, d]\)
        end
    end
    return not found
```

Proof. Correctness of Algorithm 9. The algorithm is able to reduce time complexity by avoiding trying all possible choices for $u, v$ and $a, b, c, d$, but rather picking one choice (if possible), and then either finding $G_{\mathrm{V}}$ or a smaller forbidden subgraph. Let us verify that decisions algorithm makes are correct:

- First, assume that the algorithm stops in line 10. Then there exists $w \in N(X) \cap$ $N(Y) \cap N(Z) \cap N(U)$ (either $u$ or $v$ ). Then there exists $a \in X \cap N(w), b \in Y \cap N(w)$ and $c \in Z \cap N(w)$. Vertices $x, y, z, a, b, c, w$ induce $G_{\mathrm{III}_{1}}$.
- Assume that the algorithm stops in line 14. If $X^{\prime}=\emptyset$ and $U^{\prime}=\emptyset$, there exists $a \in X \cap N(u), a^{\prime} \in X \cap N(v), d \in U \cap N(u)$ and $d^{\prime} \in U \cap N(v)$. Note that $a \neq a^{\prime}$, $d \neq d^{\prime}, a, d \notin N(v)$ and $a^{\prime}, d^{\prime} \notin N(u)$. It is easy to check that vertices $x, a, u, d, y, d^{\prime}, v, a^{\prime}$ induce $C_{8}$. Similarly, if either $X^{\prime}=\emptyset$ or $U^{\prime}=\emptyset$, we can find vertices that induce $C_{6}$.
- Finally, it is easy to check that if the algorithm outputs an induced subgraph in line 17, it is $G_{\mathrm{V}}$.

On the other hand, if $G_{\mathrm{V}}$ is a smallest forbidden subgraph of $G$, then the algorithm cannot finish in lines 10 and 14, and hence, it will eventually output $G_{\mathrm{IV}}$ in line 17.

Complexity of Algorithm 9. We will show that the complexity of Algorithm 9 is $O\left(n^{3} e\right)=$ $O\left(\Delta m n^{3}\right)$. The first loop executes $O\left(n^{3}\right)$ times, determining $X, Y, Z, U$ takes time $O(m)$, picking $u, v$ time $O(e)$, picking $a, b, c, d$ time $O(m)$. Hence, the total time used by the algorithm is $O\left(n^{3}(O(m)+O(e))\right)=O\left(n^{3} e\right)$.

Lemma 11. Let $G=(B, W)$ be a bipartite graph with $m$ black vertices, $n$ white vertices, and e edges. Let $O$ be a minimum size forbidden obstruction in $G$. Then one can find $O$ in time $\mathcal{O}\left(m e^{2}\right)$ if $O$ is of type $V$ otherwise reports $O$ is of type I or III.

```
Algorithm 10: Find a \(G_{\mathrm{V}}\) subgraph or report that there is a smaller subgraph of type
I, II or III.
    Input : \(G=(B, W)\)
    Output: A subgraph \(G_{\mathrm{V}}\) of \(G\) or report that \(G_{\mathrm{V}}\) is not a smallest subgraph
    for distinct \(a, d \in B\) do
        find \(X=N(a) \backslash N(d)\);
        find \(U V=N(a) \cap N(d)\);
        find \(Y Z=N(d) \backslash N(a)\);
        for \(x \in X\) do
            find \(B C=N(Y Z) \cap N(U V) \backslash\{d\} \backslash N(x)\);
            pick any induced matching \(y b\) and \(z c\) such that \(y, z \in Y Z\) and \(b, c \in B C\) if
            possible;
            if edges \(y b, z c\) exist then
                    if both edges \(b x, c x\) exist then
                    return there is a smaller subgraph of type \(\mathrm{I}\left(G_{\mathrm{I}_{1}}\right)\)
                end
                if exactly one of \(b x, c x\) exists then
                    return there is a smaller subgraph of type I or II \(\left(G_{\mathrm{I}_{1}}\right.\) or \(\left.G_{\mathrm{II}_{1}}\right)\)
                end
                pick any \(u \in U V \cap N(b)\);
                if \(u c\) is an edge then
                    return there is a smaller subgraph of type III \(\left(G_{\mathrm{III}_{1}}\right)\)
                end
                pick any \(v \in U V \cap N(c)\);
            return \(G[x, y, z, u, v, a, b, c, d]\)
            end
        end
    end
    return not found
```

Proof. Correctness of Algorithm 10. Let us verify that the decisions the algorithm makes are correct:

- First, assume that the algorithm stops in line 10 , then vertices $d, y, b, x, c, z$ induce $C_{6}=G_{\mathrm{I}_{1}}$.
- Suppose the algorithm stops in line 13 . Without loss of generality assume that $\{b, x\}$ is an edge and $c$ and $x$ are not connected in $G$. There must exists a $v \in U V \cap N(c)$. If $b$ and $v$ are noc connected, then vertices $d, y, b, x, a, v$ induce $C_{6}=G_{\mathrm{I}_{1}}$. If there is edge $b v$ in $G$, vertices $y, b, d, x, v, z, a, c$ induce $G_{\mathrm{II}_{1}}$.
- Suppose the algorithm stops in line 17 , then vertices $u, a, x, b, y, c, z$ induce $G_{\mathrm{III}_{1}}$.
- Finaly, it is easy to check that if the algorithms outputs an induced subgraph in line 20, it is $G_{\mathrm{V}}$.

On the other hand, if $G_{\mathrm{V}}$ is a smallest forbidden subgraph, the algorithm cannot finish in lines 10,13 and 17 , and hence, it will eventually output $G_{\mathrm{V}}$ in line 20.

Complexity of Algorithm 10. We will show that the complexity of the algorithm if $O\left(m e^{2}\right)=O\left(\Delta^{2} m^{3}\right)$. The main loop will execute $O\left(m^{2}\right)$ times, finding $X, U V, Y Z$ will take time $O(\operatorname{deg}(a)+\operatorname{deg}(d))$. The second loop will execute $O(\operatorname{deg}(a))$ times. As before, the running time of the algorithm is $O(m e T)$, where $T$ is the time spend inside the second loop. Finding $B C$ takes time $O(e)$. The following lemma shows that picking induced matching of size two can be done in time $O(e)$. The rest of the body of the second loop takes time $O(\Delta)$, hence, the complexity of the algorithm is $O\left(m e^{2}\right)$.

### 3.2.4 Main algorithm, Proof of Theorem 7

The proof follows from the Algorithm 11 and the argument about it correctness and its complexity. Algorithm 11 finds a smallest forbidden subgraph using the three algorithms described above.

```
Algorithm 11: Find a smallest forbidden Tucker subgraph.
    Input : \(G=(B, W)\)
    Output: A smallest forbidden subgraph of \(G\)
    find a smallest white asteroidal triple \(A\) using Lemma 1;
    let \(\ell\) be the sum of the lengths of three paths of \(A\);
    find a smallest subgraph of types III, IV and V (using the procedures described above);
    let \(s_{\mathrm{III}}, s_{\mathrm{IV}}, s_{\mathrm{V}}\) be the sizes of these subgraphs (or \(\infty\) if not found), respectively;
    if \(\ell=\min \left\{\ell, s_{\mathrm{III}}, s_{\mathrm{IV}}, s_{\mathrm{V}}\right\}\) then
        return \(A\)
    else
        let \(s_{X}=\min \left\{\ell, s_{\mathrm{III}}, s_{\mathrm{IV}}, s_{\mathrm{V}}\right\}\);
        return the smallest subgraph of type \(X\)
    end
```

To verify the correctness of Algorithm 11, first consider that one of the smallest forbidden subgraphs of $G$ is of type I or II. By the above argument, asteroidal triple $A$ is of type I or II with size $\ell$, and since it is a smallest forbidden subgraph, we have $\ell=\min \left\{\ell, s_{\mathrm{III}}, s_{\mathrm{IV}}, s_{\mathrm{V}}\right\}$. Hence, the algorithm correctly outputs one of the smallest forbidden subgraphs. Second, assume that all smallest forbidden subgraphs of $G$ are of type III, IV and V. Let $s=$ $\min \left\{s_{\mathrm{III}}, s_{\mathrm{IV}}, s_{\mathrm{V}}\right\}$. If $A$ is of type I or II, then the size of $A$ is $\ell$, and hence, $\ell>s$ and
$s_{X}=\min \left\{\ell, s_{\mathrm{III}}, s_{\mathrm{IV}}, s_{\mathrm{V}}\right\}$. If $A$ is of type III, IV or V , then $\ell \geq s+1$, and hence again $s_{X}=\min \left\{\ell, s_{\mathrm{III}}, s_{\mathrm{IV}}, s_{\mathrm{V}}\right\}$. It follows that Algorithm 11 correctly outputs one of the smallest forbidden subgraphs.

It follows from Algorithm 11 that we do not need a special detection algorithms for type I and II forbidden subgraphs. However, in some applications, there might be a need to determine a smallest forbidden subgraph of each type. Therefore, we present such algorithms for these two types of forbidden subgraphs as well.
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